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ABSTRACT 
Pegasus is a planning framework for mapping abstract 
workflows for execution on the Grid. This paper presents the 
implementation of a web-based portal for submitting workflows 
to the Grid using Pegasus. The portal also includes components 
for generating abstract workflows based on a metadata 
description of the desired data products and application-specific 
services. We describe our experiences in using this portal for two 
Grid applications. A major contribution of our work is in 
introducing several components that can be useful for Grid 
portals and hence should be included in Grid portal development 
toolkits.   
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1. INTRODUCTION 
Computational Grids provide access to software and hardware 
resources geographically distributed and maintained by different 
institutions. Large-scale collaborations [11] enable scientists to 
share their resources, data and software using grid technologies 
to pursue common goals. Such collaborations are visible in 
gravitational-wave science [1], astronomy [10] and in other 
fields. The computations and analysis being done on the Grid by 
these scientists consist of a set of tasks with data and/or control 
dependency between them [4, 10]. This set of tasks is defined as 
the application workflow [8]. 

The workflows can be generated manually by the scientists. 
However, the workflows can be very large, consisting of 
hundreds or thousands of nodes, making it impossible to 
generate them manually. Tools such as Chimera [12] can be 
used to automate the process of workflow generation. Chimera 
creates a workflow for generating a data product by querying 
the virtual data catalog [12]. The workflow generated by 
Chimera is abstract since it does not specify the grid resources 
needed to execute the tasks of the workflow. Pegasus is a 
planning framework [8] that maps abstract workflows for 
execution on the Grid. It transforms the abstract workflow into 
a concrete workflow by associating an execute resource with 
each task in the workflow and adding tasks for transferring 
input data and output data. The concrete workflow generated 
by Pegasus can be executed using Condor-G and DAGMan 
[13]. 

Chimera, Pegasus, Condor-G and DAGMan are useful 
components for generating, scheduling and executing complex 
application workflows. Still, it can be very difficult for the 
user to install these components and their pre-requisite 
software, be familiar with their usage, generate workflows, 
submit the workflow and monitor its execution. The Pegasus 
Portal is a web-based interface that simplifies these tasks. It is 
a generic portal where any user with the appropriate 
credentials can generate and submit workflows for the 
applications supported by the portal. The portal can be 
extended to include new applications for which an abstract 
workflow generator or a Chimera Virtual Data Language 
Generator (VDL) is available. 

Up to date, the portal has been used with the Montage [4] and 
the LIGO [1] applications. In this paper, we present the design 
and usage of the Pegasus Portal and the technologies required 
to implement it. We discuss our experiences in using the portal 
for the above-mentioned applications and provide 
recommendations for the Grid portal toolkits. 
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2. RELATED WORK 
There have been several efforts in the Grid community to build 
web-based portals. BioSimGrid [3] has developed a web-based 
portal that provides access to simulation datasets. The 
BioSimGrid portal is not a computational portal but provides 
distributed query facility using OGSA-DAI. The user 
authentication and authorization information is stored in an 
accounts database. The Pegasus Portal on the other hand is a 
computational portal and does not require any account set up for 
accessing the portal. WebCom [14] is a computational grid 
portal. It is a web-based portal that provides access to the 
computational grid testbed of Xian Jiaotong University. In order 
to be able to use the portal, the administrator needs to add the 
user to the access control database. In addition, the user submits 
jobs in the form of program files. The Pegasus Portal does not 
require that the Grid resources to be accessed be predefined. 
Instead, the user has the flexibility to specify the resources to be 
used. The job submission in the Pegasus Portal is in the form of 
metadata attributes instead of program files. 

The NPACI Hotpage portal [21] provides a generic web-based 
access to the NPACI resources. It provides a set of interactive 
services including command execution, account management 
and file transfer etc. The Pegasus Portal is specialized for 
executing applications on Grid resources and does not provide 
generic interactive access to these resources. The user can 
however find the status of the resources by authenticating with 
them using his Grid credentials. The ASC portal [18] is a web-
based portal that provides an interface for accessing the 
functionality of the Cactus computational toolkit. The 
authentication mechanism is similar to the Pegasus Portal. The 
portal queries a centralized Grid Information Index Server (GIIS) 
[6] for resource discovery. Additional resources are made 
available by having the Grid Resource Information Servers 
(GRIS) [6] responsible for those resources report to the 
centralized GIIS. The Pegasus Portal has a more flexible 
mechanism where the users can specify the GIIS servers to be 
queried for resource discovery. 

The GridPort [20] and the Grid Portal Development toolkit 
(GPDK) [16] provide APIs for developing Grid portals. 
However, they do not provide a functionality for managing 
complex workflows. We have used the basic architecture of 
GPDK for implementing the Pegasus Portal. Both the GridPort  
and GPDK provide Globus Resource Allocation Manger 
(GRAM) [7] interfaces for resource management and job 
submission. However, the GRAM interface can only be used for 
submitting a single task at a time. This is insufficient for 
submitting and managing large workflows. 

3. COMPONENTS AND SERVICES USED 
IN THE PEGASUS GRID PORTAL 
The portal uses a set of components and services in order to 
generate and execute application workflows. The components 
used by the portal are described below 

3.1 MyProxy 
The portal uses MyProxy [17] for obtaining user credentials. 
These credentials are in the form of a X509 proxy certificate that 

is used for authentication with the Grid resources, accessing 
the Replica Location Service [5] and executing workflows 
using Condor-G and DAGMan [13]. MyProxy is an online 
credential repository for the grid. Users can store their Grid 
credentials in a MyProxy server using a username and 
passphrase. Any entity can retrieve a limited time proxy 
credential from the MyProxy server using that username and 
passphrase. 

3.2 Chimera 
Chimera [12] is a virtual data system that combines a virtual 
data catalog (VDC) with a virtual data language (VDL) 
interpreter. The virtual data catalog is used to store partial 
workflows specified using the virtual data language. Chimera 
can use these partial descriptions to generate an abstract 
workflow for producing a particular data item. 

3.3 Pegasus 
Pegasus [8] is a planning framework for mapping abstract 
workflows for execution on the Grid. It can be configured to 
use different resource discovery mechanisms and perform 
workflow reduction based on available intermediate data 
products. Pegasus does resource allocation for the tasks in the 
abstract workflow. The concrete workflow generated by 
Pegasus also includes tasks for transferring input and output 
data and for data registration. The registration tasks are added 
to register the intermediate and final data products in the 
Replica Location Service (RLS) [5]. Pegasus can reduce the 
abstract workflow based on data items that are already 
generated and registered in the RLS. 

3.4 Replica Location Service 
The Replica Location Service (RLS) [5] maintains and 
provides access to mappings between logical names of data 
items and their target names. The target names may specify 
the physical location from where the data items can be 
retrieved or they can refer to another level of logical naming 
for the data item. The target name can be a FTP, HTTP, file or 
GridFTP [20] URL. RLS uses Grid Security Infrastructure 
(GSI) for authentication and authorization. 

3.5 Metadata Catalog Service 
The Metadata Catalog Service (MCS) [19] maintains and 
provides access to mappings between logical identifiers of 
data objects and their metadata attributes. MCS can be used to 
store metadata attributes of data items and to query for data 
items based on a set of specified metadata attributes. It 
provides mechanisms for aggregation of items. MCS can be 
used along with RLS for data publication and discovery.  

3.6 Condor-G and DAGMan 
Condor-G [13] is a computation management system that can 
be used for job submission across administrative domains. It 
can be used along with Condor DAGMan for workflow 
submission and management. Condor-G can submit jobs 
specified as Condor submit files to GRAM gatekeepers [7] 
running on the grid resources. Condor DAGMan can be used 
to manage a set of jobs specified as a directed acyclic graph. It 



releases jobs for execution only when the parent jobs have 
successfully completed.  

4. APPLICATION WORKFLOWS 

4.1 Creation and Mapping 
The process of generating an application workflow can be 
divided into two parts 

• generating an abstract workflow and 
• generating a concrete workflow from the abstract one.  

The abstract workflow is a directed acyclic graph where the 
vertices in the graph represent the compute tasks and the edges 
represent data dependency between tasks. Figure 1 and 2 show 
examples of the Montage and the LIGO abstract workflows.  

 
Figure 1. A Montage abstract workflow 

Each task in the workflow is a transformation that receives 
some input data and produces some output data. The task is 
completely specified by the transformation name, its 
arguments and the logical names of the input and output data 
files. 

 
Figure 2. A LIGO abstract workflow 

The process of creating an abstract workflow is highly dependent 
on the application and the purpose of the workflow. This process 
can only be designed by application experts. Chimera [12] can 
be used to automate the process but still the virtual data catalog 
in Chimera has to be populated by the expert. We have used 
Chimera for generating the abstract workflow in case of LIGO. 
In the case of Montage, the application experts have 
implemented a web service that can produce the abstract 
workflow. The web service is invoked by the portal with the sky 
location of the mosaic to be created and the size of the mosaic 
[4]. The service returns a zipped file that contains the abstract 
workflow and other files required for the execution of the 
workflow.  

Pegasus can be used to map the abstract workflow onto Grid 
resources thereby creating a concrete workflow. This step is 
relatively independent of the application but the 
Transformation Catalog [9] used by Pegasus should specify 
the location of the application executables on the Grid 
resources 

4.2 Execution 
The concrete workflow generated by Pegasus is also a directed 
acyclic graph where the vertices are the compute or data 
transfer tasks and the edges represent control dependency 
between the tasks. Pegasus creates a Condor submit file for 
each task in the concrete workflow and a main file which lists 
the dependencies between the tasks. Condor DAGMan is used 
to execute this concrete workflow. Condor-G is used for 
submitting individual tasks to the GRAM gatekeepers on the 
remote Grid resources. A Grid resource can be a single 
machine or a pool of machines having a local scheduler such 
as Condor or PBS. 

5. THE PEGASUS GRID PORTAL 
The Pegasus Portal provides an HTTP(S)-based interface that 
can be accessed using a standard web browser. The portal 
architecture is composed of three layers as shown in Figure 3. 
The top layer consists of the user machines and web browsers. 

The second layer consists of the web application server 
hosting the portal. The server is multithreaded and can handle 
multiple user requests at the same time. The portal content is 
dynamic and is generated using java server pages and java 
servlets. The web server uses a shared file system for storing 
user profiles and configuration information. Thus, multiple 
portal instances can be set up on different servers that provide 
the same view of resources and jobs to the users, thereby 
increasing availability. The third layer consists of the grid 
components and services used by the portal described in 
Section 3. Next, we describe how these components and 
services are used by the Portal. 

5.1 Authentication 
In order to use the Pegasus Grid Portal the user needs to have 
a valid Grid credential in a MyProxy server. The username 
and the passphrase used for storing the credential allow access 
to the portal. No other account setup procedure is required to 
use the portal. The portal uses Java CoG Kit to retrieve a 
proxy for the user from the MyProxy server. This proxy is 
used by the portal for authenticating with the GRAM 
gatekeepers on the grid resources, to access the RLS and to 
execute the workflow using Condor-G. The lifetime of the 
delegated proxy is 2 days that is sufficient for many 
workflows. 

5.2 Configuration 
Once logged in, the user can create his/her profile by 
uploading various configuration files and updating email 
address etc. The configuration specified below can be done by 
a system administrator for the Virtual Organization (VO) [11] 
that is using the portal. The configuration files can be shared 
by all the VO members. 
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Figure 3. The Portal architecture 
The following configuration files are required: i) a resource 
configuration file called pool.config, ii) a Transformation 
Catalog that contains information about application executable, 
iii) a  properties file that modifies the behavior of Pegasus. 

The portal does not provide access to a predetermined set of 
resources. Instead, the user can specify the resources to be used. 
The resource configuration file provides information about the 
GRAM gatekeepers [7] and the GridFTP servers [2] running on 
the resources. This resource configuration file is called 
pool.config and has a syntax as specified in Figure 4. It is used 
by Pegasus for generating the Condor submit files. Each pool 
element identifies a Grid resource. The gridftp and jobmanager 
elements provide the location of the GridFTP server and the 
GRAM gatekeeper on the resource. Instead of the user 
specifying the resources, the Pegasus portal can also query the 
Globus Monitoring and Discovery Service (MDS) [6] to find the 
available resources. The resource discovery mechanism to be 
used can be specified in the properties file (a combination of 
hand-encoded and MDS information is also feasible). 

 The abstract workflow only specifies the logical names of 
transformation. These need to be resolved against the physical 
location of these transformations on the grid resources. This is 
done using the Transformation Catalog [9]. Each line of this 
file consists of <resource name, logical transformation name, 
physical path of the transformation, environment variables 
required by the transformation>: 

grid_rsc1  mProject  /home/nfs/foo/bin/mProject  
MONTAGE_BIN=/bin 

Pegasus can also use a database-based implementation of the 
Transformation Catalog. The particular Transformation 
Catalog implementation is to be used can be specified in the 
properties file. 

The VO system administrator can setup a RLS server for 
registering the input and output data products. The location of 
this RLS server can be included in the user profile.  The 
profile also allows the user to specify the email address to be 
used for notification purposes.   

Figure 4 Pool Configuration

Abstract Workflow Generator Grid Components Pegasus MCS MyProxy 
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DAG Service 
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Grid Resources Resource 1 Resource 2 Resource 3 

<pool handle="grid_rsc1" gridlaunch="/home/nfs/foo/bin/kickstart"> 
<lrc url="rls://rsc.domain.edu" />  
<gridftp url="gsiftp://rsc.domain.edu/home/nfs/foo/storage_dir" storage="/home/nfs/foo/storage_dir" 

major="2" minor="4" patch="3" />  
<jobmanager universe="vanilla" url="rsc.domain.edu/jobmanager-con" major="2" minor="4" 

patch="3" />  
<jobmanager universe="transfer" url="rsc.domain.edu/jobmanager-util" major="2" minor="4" 
patch="3" /> 
<workdirectory>/home/nfs/foo/exec_dir</workdirectory> 



5.3 Workflow  Submission 
The main goal of the Pegasus Grid Portal is to simplify the 
process of workflow submission and execution. For the 
applications supported by the portal (LIGO and Montage), the 
user specifies the metadata parameters of the desired data to be 
generated or analysis to be done. For the LIGO application [1], 
the user specifies the sky location, the center and the frequency 
band for which the gravitational wave is to be searched. For the 
Montage application [4], the user specifies the sky location and 
the size of the desired mosaic (further described in section 6). 
There is no generic schema for the metadata parameters as they 
are specific to the application. The user interface for specifying 
these parameters has to be developed in consultation with the 
application experts. Figure 5 shows the user interface for 
specifying the metadata parameters for  Montage. 

 
Figure 5 Montage workflow submission page 

The users of these applications are most familiar with these 
metadata parameters and their significance. Once the parameters 
are specified, the abstract workflow is generated using an 
application specific interface. For the LIGO application, a Perl 
script was used to generate a VDL file that was stored into a 
Virtual Data Catalog. Then Chimera was used to generate the 
abstract workflow. For the Montage application, a web service is 
used to generate the abstract workflow using the specified 
parameters. The web service has been implemented by the 
Montage project team at IPAC and JPL. In general the steps 
required for submitting a workflow are:  

1. Specify the metadata parameters for the desired data 
product. 

2. The portal queries the Metadata Catalog Service to find 
already instantiated data products that have the 
specified attributes or are close enough.  

3. The list of products found in step 2 is shown to the user. 
The user can use these instantiated data products or has 
the option to go ahead and create a new workflow. 

4. The abstract workflow is generated using the 
application specific interface. 

5. In the case of Montage, the image files required to 
execute the workflow are downloaded using the 2MASS 

image service and registered in the RLS. For LIGO all 
the required files are already registered in the RLS.  

6. Pegasus does the mapping of tasks in the workflow to 
resources specified in the resource configuration. The 
user can specify a particular set of resources to be 
considered for the mapping. Pegasus can be configured 
to use a particular resource selection strategy. In the 
portal we just use a random strategy for allocating tasks 
to resources.  

7. The concrete workflow is submitted to Condor 
DAGMan for execution. A logical identifier is created 
for the workflow from the parameters specified during 
its creation and it is registered in MCS. The metadata 
parameters of the workflow are also stored as user 
defined attributes in MCS. The portal also adds 
attributes specifying the workflow submission time, 
number of tasks in the workflow, status, the application 
it belongs to, the location of log files, user’s email 
address, etc.  

The submitted workflow may take a long time to complete. The 
user may logout from the portal and login later to check its status.  

5.4 Workflow Monitoring and Notification 
The portal allows users to view the status of the workflow 
(submitted, active, done, failed), the number of tasks already 
completed, the tasks currently executing, and other information 
(Figure 6). DAGMan creates a log file recording the execution 
history. The portal does job monitoring by periodically querying 
the MCS for the workflows that are currently active. It then finds 
the location of the log file for each workflow and parses it. If 
there is any change in the status (e.g. number of tasks executed, 
etc), it is updated in the MCS.  

 
Figure 6 Workflow status page 

The workflow status page, shown in Figure 6, is dynamically 
generated by querying the MCS.  

Users can also see the detailed status of a particular workflow that 
includes the status of all the tasks in the workflow (Figure 7) and 
their standard and error outputs. This is especially helpful in 
failure cases since the user can find out which task has failed and 
the output produced by the task.  



 
Figure 7 details of a particular workflow 

Upon completion of the workflow (either successfully or 
otherwise), an email notification is send to the user. The email 
address from the user profile at the time of workflow submission 
is used for notification. The final post-processing step for LIGO 
(the bottom node in Figure 2) stores the search results into a 
database. When the Montage workflow completes, the portal 
transfers the final generated mosaic to the portal web server and 
makes it available via HTTP. Thus, the Montage users can 
download the existing mosaics without having to generate them 
again. 

Currently the status of a workflow submitted using the portal is 
visible to all the portal’s users. However the status information 
can only be deleted by the administrator of the portal. 

6. EXPERIENCES 
We have used the Pegasus portal for two applications, the Laser 
Interferometer Gravitational Wave Observatory [1] and Montage 
[4]. 

LIGO is a Laser Interferometer Gravitational Wave Observatory 
project. The portal is used to search for pulsars at random points 
in the sky near the galactic core and for a range of frequencies 
between 150-350 Hz. 

Montage is an application for generating custom astronomical 
image mosaics on demand. The user specifies the mosaic to be 
constructed in terms of its location on the sky and its size.   

We have performed approximately 3000 searches for the 5x5 
celestial grid in case of LIGO and built approximately 50 mosaics 
for Montage using the portal. The total numbers of tasks in the 
workflows were 94008. Out of these 20146 were data transfer 
tasks, 16152 were registration tasks and the rest were compute 
tasks. The portal has also proved to be a very useful information 
repository for gathering statistics, doing diagnostics and building 
application profiles.  The portal has also been used for educational 
and demonstration purposes. 

The components used by the portal (mentioned in section 3) are 
typically used from the command line. No programmatic access 
to these components is available except for MyProxy, RLS and 
MCS. We had faced several issues with making Condor-G and 
DAGMan work with different user proxies at the same time from 

the portal web server. We were able to resolve these issues with 
help from the Condor team. Still forking processes to invoke these 
components from the portal server is inefficient and we are 
hoping that a Java API interface will be available in new versions 
of these components. 

7. CONCLUSION AND FUTURE 
DIRECTIONS 
The Pegasus Portal provides a very simplified interface for 
workflow submission and management. It is not limited to a 
particular application. Any user having valid grid credentials can 
use the portal. We have found the portal very useful for the LIGO 
and the Montage applications.  

The Pegasus Grid Portal is very useful in scenarios where a 
virtual organization (VO) [11] wants to provide easy to use 
application submission interface to its members. The VO system 
administrators can do the configuration mentioned in Section 5 
and the metadata-based interface can be used by VO members for 
submitting workflows. Application experts can develop 
application-specific abstract workflow generators. Users are 
shielded from the complexity of installing and using the various 
components in order to access the Grid resources.  

To the best of our knowledge, no Grid portal or toolkit provides 
such generic workflow management capabilities. As Grid 
applications become complex, it becomes important that the Grid 
portals be able to support submission and management of more 
complex workflows. Our main contribution is in providing 

• A generic web based interface that does not require any 
special client side software.  

• A simplified workflow submission interface. We 
anticipate that various other interfaces are also possible 

• A planning framework (Pegasus) that can map 
workflows to Grid resources.  

• A generic workflow management and notification 
interface 

We are interested in the integration of such capabilities in Grid 
portal toolkits such as GridPort [20]. The next generation toolkits 
should provide components such as Condor DAGMan that can be 
used for workflow submission and management. The Globus 
GRAM interfaces in the toolkits should be extended to include 
support for Condor-G. The process of abstract workflow 
generation will remain to be application specific but Pegasus can 
be used as a planning component for mapping the abstract 
workflow to Grid resources. We plan to build the next version of 
the Pegasus portal using a portal development toolkit that 
provides generic workflow management capabilities. 
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