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About Me

e Computer scientist at USC Information Sciences Institute

Workflow developer

OSG Facilitator
e Formerly ECSS

e ... and now ACCESS Support
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Overview

Scientific Workflows
ACCESS Support
Logging In
Setting Up Resources
Desighing Workflow
Provisioning Resources

Monitoring Workflow and Resources
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Scientific Workflows

e An abstraction to express ensemble of complex !

computational operations

- EQ: retrieving data from remote storage services, executing
applications, and transferring data products to designated storage
sites

e A workflow is represented as a directed acyclic graph (DAG)

- Nodes: tasks or jobs to be executed
- Edges: depend between the tasks

e Have a monolithic application/experiment?
- Find the inherent DAG structure in your application to convert into
a workflow
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Key Pegasus Concepts

4 Pegasus WMS == Pegasus planner (mapper) + DAGMan workflow engine +
HTCondor scheduler/broker

= Pegasus maps workflows to infrastructure
= DAGMan manages dependencies and reliability
= HTCondor is used as a broker to interface with different schedulers

4 Workflows are DAGs

= Nodes: jobs, edges: dependencies
= No while loops, no conditional branches
= Jobs are standalone executables

4 Planning converts an abstract workflow into a concrete, executable workflow

= Planner is like a compiler
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hosted at GridFTP, HTTP, SRM data server
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Pl: Dong Xu
Trupti Joshi, Saad Kahn, Yang Liu, Juexin Wang, Badu Valliyodan, Jiaojiao Wang

-D°°°

Task Base Cores  Memory
dedup Code (Threads) (GB)
add_replace Alignment_to_reference | BWA 7 8
retgn.argt_crestr Sort_sam Picard 1 21
e - Dedup Picard 1 21
_— —_— _— Add_replace Picard 1 21
Realign_target_creator GATK 15 10

=2 e Indel_realign GATK 1 10

Haplotype_caller GATK 1 3

Genotype_gvcfs GATK 1 10

Merge_gvcf GATK 10 20

Combine_variants GATK 1 10

Select_variants GATK 14 10

Filtering GATK 1 10
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NSF ACCESS Program Structure

ACCESS Services

Allocations Support Operations Metrics
« Allocation Services + General User « Operational Support *+ M&M Operations
» Innovative Pilots AEsletrcs » Data & Networking » Service Model
» Service Model : Cltlicl?;:::'lgg i’ss'stance SURRoL - Data Analytics
1zatl ! « Cybersecurity Support Framework
+ End User Training
+ Computational
Science Support
Network
ACCESS Coordination Office Services
Executive Council Communications & Outreach Advisory Board
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Researcher Support Services - MATCH

https://support.access-ci.org/

« Enable innovative research through
equitable and scalable support

* Four tiers of support

» Tools, growing knowledge base
« Match-making with experts

« Student engagement

« Engagement from community

« CSSN incentives
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Shelley Knuth, Alana Romanella, Dylan Perkins (University of Colorado Boulder)
Ewa Deelman, Mats Rynge (U. Southern California)

John Goodhue, Julie Ma, Andrew Pasquale (MGHPCC)

James Griffioen, Vikram Gazula, Tony Elam, Joel Adams (Univ. Kentucky)

David Hudak, Alan Chalker (Ohio Supercomputer Center)

TIER MATCH-Premier
LONG-TERM EMBEDDED SPECIALISTS

TIER MATCH-Plus
° SHORT-TERM SUPPORT PARTNERSHIPS

TIER

Curated Knowledge Base
COMMUNITY EXPERTS

TIER Easy to Use Tools
ACCESS ONDEMAND & PEGASUS



https://support.access-ci.org/

 OPEN |
ACCESS OnDemand Pilot “nDemand

ACCESS OnDemand (AOD) Goals:
1. Improve productivity for researchers by integrating Open OnDemand with ACCESS
services (e.g, authentication, support portal, and metrics)
2. Decrease effort for resource providers to install, configure, and update OnDemand
through managed releases with accompanying integration roadmaps

Pilot Project

1. Initial AOD pilot targeting current OnDemand deployments on ACCESS resources (e.g.,
Anvil, Bridges 2, Delta and Expanse)

2. Working group is forming! Please contact Dave Hudak (dhudak@osc.edu) for details.
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Opportunities for Engagement

« ACCESS CSSN Community Participation Program (CCEP)

» Earn travel support rewards by contributing to the ACCESS Knowledge Base, joining committees, becoming a
mentor

» Advisory committees — forming now!
« CCEP Committees
* MATCH-Plus/MATCH-Premier Steering Committees

« Join our mailing list and apply for the CCEP!
https://support.access-ci.org/cssn

» Pegasus, OnDemand, MATCH-Plus and MATCH-Premier
pilots — opportunities for researchers, resource providers,

consultants, mentors and students!

« Listening tours - we need your feedback!
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https://support.access-ci.org/cssn

https://support.access-ci.org/pegasus
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https://support.access-ci.org/pegasus

M welcome To The CiLogon © x <+

4 b C @O & logonorg < |
- wACCESS Tl
Logging In Err——

ACCESS-Pegasus requests access to the following information. If you do
not approve this request, do not proceed.

ClLogin with your ACCESS ID

« Your email address

a. n d i n St it ut i O n al | O g i n « Your username and affiliation from your identity provider

- https://access.pegasus.isi.edu

ACCESS CI (XSEDE)~ @

A” regiStered ACCESS users () Remember this selection @
with an active allocation
automatically have access SR —

For questions about this site, please see the FAQs or send email to help@cilogon.org.

Know your responsibilities for using the ClLogon Service.
See acknowledgements of support for this site.
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portal.expanse.sdsc.edu <|®

Expanse Portal

Setting Up Resources
SDSC

The Expanse portal provides an integrated, and easy to use interface to

access Expanse HPC resm

O _t _t With the portal, researcher s (create, edit, move,
ne “ I Ie Se Up upload, and download), vi ﬁ g PRI "

submit and monitor jobs, r i DL R Cpr I J . . @

SSH. The portal has no end-user installation requirements other than
access to a modern up-to-date web browser

U Se O De n O n d em an d i n Stan Ces Pinned Apps A featured subset of all available apps

at resource providers to install P ?
A 4 )

ssh keys, and determine local
al I O C at i O n i d Active Jobs Home Directory Job Composer expanse Shell

Access
System Installed System Installed System Installed
App App App System Installed
App
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https://access-ci.atlassian.net/wiki/spaces/ACCESSdocumentation/pages/108332664/ACCESS+Pegasus#HTCondor-Pool-/-Annex

File Edit View

Out[14]:

" jupyter 01-Introduction-AP!I (uosaen
Insert Cell Kernel Widgets

+ < A B2 ¥ PRun B C MW Markdown

In [14]: M # view rendered workflow

Help

from IPython.display import Image

Image(filename='graph.png')
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Designing Workflow

Pegasus API in Jupyter Notebook

Fully hosted environment, based
on Open Ondemand




Dashboz @ rynge X T git/ACCE | & O1-Introc | B Dashbc
CcC 0 @ access.pegasus.isi.edu

Host: localhost

[rynge@access ~]$ htcondor an.n annex PrOViSion

--nodes 1 --lifetime 86400 --project

ddm160003 $USER standard@anvil Resources

https:llaccess.pegasus.isi.edﬁH U Se t h e H TC O n d O r An n eX
S tool to dynamically bring

Cerl:;ra(l:(l\)/ln;r?a:ger HTCondor ]
( R In compute nodes from
Wnpute Compute‘
TACC Stampede2 |\ ..  SDSCExpanse one or more resource
Node HTCondor Node 1 .
A Overlay Pool 4 d
- ey proviaers
ompute Compute
PSC Bridges 2 2‘;23 = C(’;‘ﬂ:gs ™ Purdue Anvil
de Node g

‘ ’ HICond%r

Software Suite
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HTCondor Annex / Pilot Jobs

A pilot can run multiple user jobs - it stays active until no more
user jobs are available or until end of life has been reached,
whichever comes first.

A pilot is partitionable - job slots will dynamically be created
based on the resource requirements in the user jobs. This
means you can fit multiple user jobs on a compute node at the
same time.

e A pilot will only run jobs for the user who started it.
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Dasht ' @ ryn X T givAC | & 01-Int/ | B Dash +

C N @ access.pegasus.isi.edu.. < | @

Host: localhost Themes: RESEHH

MOnitOring p: [rynge@a;cess ~1$ htcondor annex
" acessPeS gt gt USER

Workflow and = Jupyter oszampes g

Resources

B +| < @@ B |2 ¥ PRun B C W | Markdown v =
nuyu4

WOrkﬂOWS Can be *** To monitor the workflow you can run *¥*
monitored from within the pegasus-status -1 /home/rynge/git/ACCESS-Pegasus-E

xamples/04-Examples-Variant-Calling/rynge/pegasus/

\Jupyter nOtebOOk, Or Via variant-calling/run@ee4
Command ||ne +*¥* To remove your workflow run ***

pegasus-remove /home/rynge/git/ACCESS-Pegasus-Exam
ples/04-Examples-Variant-Calling/rynge/pegasus/var
iant-calling/run0004

HTcondor Annex Can be [BRHHRBHABHBHBHRRHAHAAHAHE] 100.0% . .Success (Unre
m0n|tored On the Zg):uo?s Completed: 31, Queued: 0, Running: 0, Fail
command line

Note the line in the output that starts with pegasus-status, contains the
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Try 1t out!

Documentation:
https://support.access-ci.org/pegasus

Open a ticket:
https://support.access-ci.org/open-a-ticket

Questions?
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