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Workflow Challenges
Across Domains

= Describe complex workflows in a » Separation between workflow
simple way description and workflow execution

= Access distributed, » Workflow planning and scheduling
heterogeneous data and (scalability, performance)
resources (heterogeneous

» Task execution (monitoring, fault
tolerance, debugging, web

= Deal with resources/software dashboard)
that change over time

interfaces)

» Provide additional assurances that a
= Ease of use. Ability to debug and scientific workflow is not

monitor large workflows accidentally or maliciously tampered
with during its execution.




Key Pegasus Concepts
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4 Pegasus WMS == Pegasus planner (mapper) + DAGMan workflow engine +
HTCondor scheduler/broker

= Pegasus maps workflows to infrastructure
- DAGMan manages dependencies and reliability
= HTCondor is used as a broker to interface with different schedulers

4 Workflows are DAGs
= Nodes: jobs, edges: dependencies
= No while loops, no conditional branches
= Jobs are standalone executables

4 Planning converts an abstract workflow into a concrete, executable workflow

= Planner is like a compiler
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Pegasus Deployment 7o)
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4 Data Staging Site pegadi
- Coordinate data movement for workflow
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Pegasus-transfer

Pegasus’internal data transfer tool with support for a number of different protocols
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Directory creation, file removal
= If protocol can support it, also used for cleanup

Two stage transfers
= e.g., GridFTP to S3 = GridFTP to local file, local file to S3

Credential management

= Uses the appropriate credential for each site and each protocol
(even 3rd party transfers)

https://pegasus.isi.edu
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Real-time monitoring of workflow
executions. It shows the status of
the workflows and jobs, job
characteristics, statistics and
performance metrics.

Provenance data is stored
into a relational database.
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PEGASUS
DASHBOARD

web interface for monitoring
and debugging workflows

Workflow Details sooiceid-ea96-4208-9160-avedaaiatect S

Label spit
Type root-wl
Progress Successiul
Submt Host workfow s edu
User pegtrain01
Submit Directory (=] ]
DAGMan Out File apit-0.dag dagman.cut
Wall Time 12 mins 23 se0s.
Cumedative Wall Time 9 mins 34 secs
Job Status (Entire Workflow) Job Status (Per Workflow)

Uniabeitied 0
ated 0

[

Succenaft 16

8 Usiubmitted B Falled B Succenntul
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Statistics
Workfiow Wall Time 12 mins 23 secs
Workflow Cumudative Job Wall Time 9 mins 34 secs
Curwiative Job Walltime as seen from Submit Side 9 mins 35 secs
Workflow Curmwiative Badput Time 9 mins 23 secs
Cumaiative Job Badput Walteme as seen from Submit Side 9 mins 20 secs

Type Succeeded aled Incomplete otal Retries otal + Retries
Tasks 5 o 5 s
Joba [} o 6 2 0
Sub Workfows. 0 o o 0 o o
CEIEEERRRR———,
Type Succeeded Falod Incompiate Total Retrios Total + Retries
Tasks s o o 5 o s
Jobs 6 16 2 "
Sub Werktows 0 o o 0 o o




Handling of Sensitive Data 25

4 Highly Dependent on type of environment you run in

- How are users mapped on remote machines?
= Mainly rely on existing system permissions for users

- There is NO automatic encryption/decryption of data in Pegasus

4 Support for secure protocols to transfer data

- Pegasus can use protocols such SCP, S3, SSH based
GridFTP that have in built encryption to transfer data to
remote nodes

Pegasus does support End to End Integrity Checking that ensures data
does not get corrupted in transit
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Automatic Integrity 45
Checking in Pegasus

Pegasus performs integrity
» All intermediate and output files

checksums on input files right before &
//
rout |
: Output Data Site
checksums are generated and ~ ’ ’ :>' ------------- > Fout
tracked within the system. % g g

Compute Site 1

Pegasus Lite Input Data Site
Instance
i U e F.in

a job starts on the remote node.

SS Staging Site

F.int

» For raw inputs, checksums
specified in the input replica
catalog along with file locations

Compute Site n -

Pegasus Lite _ g
Instance 4

'PCQGSM_S

g J
» Support for sha256 checksums
LEGEND
JOb failure is triggered <« — —p Taskflow+ Directory Data Check @ Pegasus Lite
. . Checksums Setup Job Stageout Job Integrity Job Compute Job
If CheCks u ms fal I _____ > Data Directory Checksum ’ Worker Node
Data Flow Stagein Job Cleanup Job Generation Job :H (WN)
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Containers Execution Model

Host OS

Pegasus Container Support @

@ Users can refer to containers in the Transformation Catalog
with their executable preinstalled

@ Users can refer to a container they want to use — Pegasus
stages their executables and containers to the node ¢ ET—

I SPWD bind-mounted as/srv
Instance

Useful if you want to use a site recommended/standard
container image.

Users are using generic image with executable staging.

© I

Users can specify an image buildfile for their jobs.

Pegasus will build the Docker image as separate jobs in the
executable workflow, export them as a tar file and ship them

around

https://pegasus.isi.edu
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docker

S
}Q Containers are data too!

Pegasus treats containers as input data dependency

= Staged to compute node if not present
= Docker or Singularity Hub URL's
= Docker Image exported as a TAR file and available at a server, just like any other input dataset

Scaling up for larger workflows
= Theimage is pulled down as a tar file as part of data stage-in jobs in the workflow
= The exported tar file is then shipped with the workflow and made available to the jobs
= Pricing considerations. You are now charged if you exceed a certain rate of pulls from Hubs

Other Optimizations
= Symlink against existing images on shared file system such as CVMFS
= The exported tar file is then shipped with the workflow and made available to the jobs

https://pegasus.isi.edu

Data Management for Containers # (S) s 2D
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- 6 & GENOMICS RESOURCE

utomated Quality Control of Phenotypic Datasets ~i Pegasus

The NIMH Center for Collaborative Genomic Studies on Mental Disorders, now known as
the NIMH Repository and Genomics Resource (NRGR), maintains biomaterials,
demographic, and phenotypic data from over 200,000 well-characterized individuals with a
range of psychiatric illnesses, their family members, and unaffected controls.

QC Report

Submission \r
Website y ’

—

Automated
QC Workflow
|\

Manual

Curation

Download Data
Tool

Data
Explorer

Validate with AutoQC

Previous Validations = @ Help

OVERVIEW HOW TO VALIDATE AND SUBMIT DATA v SUBMISSION REQUIREMENTS v VALIDATE WITH AUTOQC

Validate your data for sanity checks and quality control.

Choose File

What data are you submitting?

-- Choose a Disorder -

Study Id
256

Email Notification

email@address.com

Browse

Easy to Use Web-Based Interface
*  Simple Submission
* Real-time Monitoring and Error Reports
* After automated QC, submit corrected
files for expert curation
Scalable
*  Workflow based architecture using
Pegasus WMS
Extensible Design
* Easily add new QC steps, and checks

Enables Complex checks
* Pedigree Checks

* QC Checks validating data with external
sources
e QC Checks can correlate data across

multiple files and across multiple fields
within files

Ensures high-quality uniform data
deposited at NRGR

Better resource utilization: solve most QC
problems automatically, use expert
curation for hard cases

https://pegasus.isi.edu

Auto QC Status

< Back to Previous Validations

@ Successful: 100%

New Validation || @ Help

Summary

uiD

Disorder

Study Id

File

User

Email

Started On

Workflow Directory

Se6a6dddosfee

Depression

149

shaptest7.zip

JaclynVitanza

jv607@dls.rutgers.edu

Mar 12, 2020 10:14 AM

/web/data/qc/runs/5e6a6ddd95f6e

Sanity Check Status

Download All Files &,

study_149_sub.csv

File

study_149_id.csv

File

shaps01_phen.csv

File
study_149_sub.canon.csv
study_149_id.canon.csv
Corrections Log

Advanced QC Report

Submission Validation @

Pedigree Validation @

@ standardized File &, Qlog X Qlog &

ID Validation @

@ standardized File & Olog X

Phenotypic Validation @

@ standardized File & QLog &

Advanced QC @

@ Corrected Submission File &
@ Corrected IDFile &,
@ Corrections Log &

@ Advanced QC Report &,
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Mix of MPI and single-core jobs, mix of CPU, GPU codes.
Large data sets (10s of TBs), ~300 workflows with

420,000 tasks each
Supported since 2005: changing Cl, x-platform execution

Southern California
Earthquake Center’s
CyberShake

First Physics-Based “Shake map” of Southern California

High-throughput computing workload, access to HPC
resources, ~ 21K Pegasus workflows, ~ 107M tasks

Laser Interferometer
Gravitational-Wave
Observatory (LIGO)

Supported since 2001, distributed data, opportunistic
computing resources

First direct detection of a gravitational wave (colliding black holes)

Custom data management

Rucio for data management

MongoDB instance to track science
runs and data products.

XENONNT - Dark
Matter Search

Monte Carlo simulations and the main
processing pipeline. 12
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pegasus Automate, recover, and debug scientific computations.

Get Started m YouTube Channel

https://www.youtube.com/channel/UCwJQIn1CgBvTJgiNr9X9F1Q/
Pegasus Website featured

https://pegasus.isi.edu
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Users Mailing List e T— ® O
pegasus-users@isi.edu ™\
" . -
Support N 1 S~ v
pegasus-support@isi.edu ""'G — 4 —_C.8
»  Slack |

Ask for an invite by trying to join pegasus-users.slack.com in the Slack app
Pegasus in 5 Minutes

»>  Pegasus Online Office Hours

UsC https://pegasus.isi.edu/blog/online-pegasus-office-hours/

Viterbi Bi-monthly basis on second Friday of the month, where we address user questions and also apprise the community of new developments


https://www.youtube.com/channel/UCwJQln1CqBvTJqiNr9X9F1Q/featured
https://www.youtube.com/watch?v=MNN80OHMQUQ

