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Motivation
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Classification of fMRI volumes with 3D convolutional neural 
networks (Vu H. et al.)

Large-scale population-level cancer surveillance study run on 
Oak Ridge National Lab’s Summit computer. 
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Question:  Can we employ ideas from the field of computer vision
to identify anomalies on workflow execution traces?



High Level Overview of the Approach
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Human in the Loop:
Troubleshooting

Network Issues

CPU Problem

….

Healthy Execution

Workflow

Monitoring Data

Processed Data

Anomaly Detection and Classification via CNN



Dataset Creation: Workflow Executions
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Executed on an HTCondor pool 
deployed on the ExoGENI testbed using

● 1 submit node
● 1 data node
● 5 worker nodes

Pegasus 1000 Genome Workflow

During the execution we introduced 
synthetic anomalies affecting compute 
and network resources.

The version of the executed workflow
● Had 52 compute tasks
● and transferred over 22 GBs



Dataset Creation: Data Collection and Preprocessing

6PEARC 2021



Dataset Creation: High Resolution Gantt Charts
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Dataset Summary
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Machine Learning Methods: CNN and Transfer Learning
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Convolutional Neural Networks (CNNs) Transfer Learning Methodology
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Machine Learning Methods: CNN Pre-Trained Architectures
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AlexNet VGG-16

ResNet
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Model Training Workflow
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Experimental Results: Training from Scratch
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Training curves for our model trained from scratch without and with data 
augmentation.

Confusion matrix with the results for 
the model trained without data augmentation.



Experimental Results: Transfer Learning
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Confusion matrices and training curves for the pre-trained models.



Experimental Results: Impact of Data Augmentation
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Summary of the results for the pre-trained models trained without and with data augmentation.



Limitations and Future Work
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GOAL: Collect diverse dataset of workflows’ executions that allows for training of 
             a robust CNN model.
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