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Panorama 360: Project Overview
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Leverage the Pegasus WMS to structure, execute and
monitor workflow execution

Characterize performance: instrument data capture,
summarize data, and publish results

Create an open access common repository for storing
end-to-end workflow performance and resource data
captured using a variety of tools

*Open for external contributors

Apply and develop ML techniques for workflow
performance analysis and infrastructure
troubleshooting

Record findings, distill best practices, and share and
refine them with other program teams

OAK

Workflow Performance Analysis

Bottleneck identification, debugging,

performance optimization

Infrastructure Troubleshooting
Anomaly detection, root cause
analysis

Repository Design and Development
Developing a distributed repository environment

~

Best Practices

Performance and Resource Usage Capture Tools
Instrumenting end-to-end Workflows and Infrastructure

https://panorama360.github.io

S DOE End-to-end Workflow and Infrastructure

Panorama 360 Overview.
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Data Sources: Application and Infrastructure

* Pegasus Kickstart wraps the execution of jobs and /
provides execution statistics (duration, I/0, memory \
usage)

* Pegasus Kickstart Online collects resource usage traces
with frequency as low as 1 second in real-time

* Darshan collects file access statistics (eg. POSIX, MPI-
10) during the execution
- - JlODUS
* Globus collects transfer statistics and general

information about the transfer (throughput, file
DARSHAN

pagasvs

transfer errors etc.)

TSTAT captures low level network statistics HPC 1/0 Characterization Tool
. . O -
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Data Sources: Problems

 They are scattered across multiple locations (Eg. execution site, cloud service, pegasus logs)

 They don’t contain metadata about the workflow, and it’s very hard to locate and match
them in the future

e Captured data don’t have a common format
e Pegasus Kickstart logs are in xml format
e Pegasus Kickstart online logs are in json format
* Globus logs are in json format
e Darshan logs are in binary format
e Tstat logs are in csv format

This is messy !l
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Data Collection: End-to-End Workflow Execution Monitoring

Workflow-level

workflow database |, analysis for anomalies
REST AP & failures

workflow events
workflow performance data
network and transfer data

message
queue

AA

| Pegasus WMS |

* Pegasus apart from planning
and running the workflow,
orchestrates the data collection

workflow
logs

data storage and
visualization

* A message queueing system is
used, to decouple the publishers
from the datastore

1

performance data
CPU, I/O, etc. workflow
lJI_I events

time series
database
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* Flexible search and visualization I Transfer Sub-System Infrastructure and

engines are used to explore the M
data transfer
data service transfer @' El El
request

transfer logs

Computational Resource
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Data Collection: Architecture Overview

—— data flow
———=a@ sub-component
—— data description

HTCondf DagMan

workflow planner workflow engine

abstract executable
DAX
workflow X Pegasus Workflow-level
— analysis for
f— . stampede workflow dashboard anomalies &
workflow Gl database REST API failures
logs
EOb E';:: taﬂ = Workflow Monitoring Events
Pegasus Globus Online Data
pegasus-monitord-tstat- TSTAT Logged Connections
= . e s e i i »|  Jog-retrieval-thread H
T6) Tstat logs
| R | s Rabbitva B, Loostash ;
= HPC I/0 — data processing g :
E|: data :| Kickstart : message broker pipeline search engine
Globus online {—p» Globus online momto[lng 1 A *
endpoint (T3) stage-in endpoint events |
input data input data execution site |
A A ‘ : data visualization
|
(T2) request DARSHAN
transfer K Kibana Plugin
(T1) transfer
_ task request @' @' 9' . g}panorama%o

pegasus-transfer @ compis ioh

transfer service

: O data stage-in job
(T4)trr:rt1r§::al?lgbus (T5) send Globus
9 logs to RabbitMQ
Computational Resource

Transfer Sub-System
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Data Collection: Tools enhancements and new tools

* pegasus-monitord: extended with JSON output format, the ability to pickup job

related monitoring messages, and publish capability

* pegasus-transfer: extended to support Globus transfers and the ability to

publish statistics in json format

* pegasus-darshan: wrapper to darshan-parser, that pushes darshan logs in JSON

format to pegasus-monitord

Achieved Common Data Format and Automated Collection !!!
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Workflow Dashboard

Panorama 360 Workflow Performance Explorer

Visualization: Detailed Workflow and Job Characteristics

Workflow Graph

stage_in_local_nersc_1_0

namd_1D000000T namd_ID0000002

OAK A

renc RIDGE (@) Rensselaer [

Workflow Characteristics
s Workflow Label
refinement-20180511T71538012

B Workflow ID
f6d04639-6bd2-4e77-a7f7-d7490e697db7

P Start Time
5/11/2018, 8:38:09 AM

Running

s Time series

Job Characteristics

B JobID
namd_|D0O000002

## Executable
/global/project/projectdirs/m2187/papajim/sns-wrappers/namd_wrapper

Type
compute

Duration
12.817s

Remote CPU Time
0.508s

Exit Code

0
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Visualization: Time Series Data of Workflow Performance

Job Characteristi
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Repository: Open access data

I

elasticsearch

https://data.panorama.isi.edu
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Kibana

https://kibana.panorama.isi.edu
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Repository: Organization

ElasticSearch Index Description
panorama_transfer Globus logs
panorama_kickstart Pegasus-Kickstart online traces
panorama_stampede Workflow Events and Darshan logs

https://panorama360.github.io Qpanorama360 11



Repository: Paving the way for in depth analysis

* End to end characterization of

scientific workflows S vewmencan
* Understanding the OOO Nerrtr s

requirements of future systems

Pre-processing
and calibration
workflow

Analysis and
simulation
workflow

* Online workflow analysis
* Network behavior
* Filesystem access patterns
 Compute resource usage

-
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* Training ML models on historical
data and capturing anomalies as
they happen

Visualization, steering and
O o O data distribution tasks

https://panorama360.github.io

e Remote instrument facilities:
"9 raw data source and acquisition

Computer for local
processing/filtering

»,-a: High-speed data transfer
; facilities: ESnet, DTN

Compute clusters: data Storage Supercomputers: analysis,
reduction, pre-processing modeling and simulation

Visualization resources and distributed data stores:
visualization, steering, data sharing, distribution

@ panorama360
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e GitHub:
" 360 https://github.com/Panorama360
“ Panorama

 Website:
https://panorama360.github.io

George Papadimitriou

Computer Science PhD Student
University of Southern California

email: georgpap@isi.edu
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