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Key Pegasus Concepts 

Pegasus	WMS	==	Pegasus	planner	(mapper)	+	DAGMan	workflow	engine	+	
																																HTCondor	scheduler/broker	

•  Pegasus	maps	workflows	to	infrastructure	
•  DAGMan	manages	dependencies	and	reliability	
•  HTCondor	is	used	as	a	broker	to	interface	with	different	schedulers	

	

Workflows	are	DAGs	(or	hierarchical	DAGs)	
•  Nodes:	jobs,	edges:	dependencies	
•  No	while	loops,	no	condiPonal	branches	

	

Planning	occurs	ahead	of	execuPon	
•  (Except	hierarchical	workflows)	

	

Planning	converts	an	abstract	workflow	into	a	concrete,	executable	workflow	
•  Planner	is	like	a	compiler	
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cleanup job
Removes	unused	data	

stage-in job

stage-out job

registration job

Transfers	the	workflow	input	data	

Transfers	the	workflow	output	data	

Registers	the	workflow	output	data	

clustered job
Groups	small	jobs	together	

to	improve	performance	

DAG directed-acyclic graphs

DAX DAG in XML
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What about data reuse?

data already �
available

Jobs	which	output	data	is		

already	available	are	pruned	

from	the	DAG	

data reuseworkflow �
reduction

data also�
available

data reuse



Data Staging Configurations

•  Condor	I/O	(HTCondor	pools,	OSG,	…)	
•  Worker	nodes	do	not	share	a	file	system	

•  Data	is	pulled	from	/	pushed	to	the	submit	host	via	HTCondor	file	transfers	

•  Staging	site	is	the	submit	host	
	

•  Non-shared	File	System	(clouds,	OSG,	…)	
•  Worker	nodes	do	not	share	a	file	system	

•  Data	is	pulled	/	pushed	from	a	staging	site,	possibly	not	co-located	with	the	
computaPon	
	

•  Shared	File	System	(HPC	sites,	XSEDE,	Campus	clusters,	…)	
•  I/O	is	directly	against	the	shared	file	system	



pegasus-transfer
•  Pegasus’	internal	data	transfer	tool	with	support	for	a	
number	of	different	protocols	
	

•  Directory	creaPon,	file	removal	
•  If	protocol	supports,	used	for	cleanup	
	

•  Two	stage	transfers	
•  e.g.	GridFTP	to	S3	=	GridFTP	to	local	file,	local	file	to	S3	
	

•  Parallel	transfers	
	

•  AutomaPc	retries	
	

•  CredenPal	management	
•  Uses	the	appropriate	credenPal	for	each	site	and	each	protocol	(even	
3rd	party	transfers)	

HTTP	

SCP	

GridFTP	

Globus	Online	

iRods	

Amazon	S3	

Google	Storage	

SRM	

FDT	

stashcp	

cp	

ln	-s	
	



pegasus-transfer
•  Pegasus’	internal	data	transfer	tool	

•  Supports	many	different	protocols	

•  Directory	creaPon,	file	removal	
•  If	protocol	supports,	used	for	cleanup	

•  Two	stage	transfers	
•  e.g.	GridFTP	to	S3	=	GridFTP	to	local	file,	local	file	to	S3	

•  Parallel	transfers	

•  AutomaPc	retries	

•  Checkpoint	and	restart	transfers	

•  CredenPal	management	
•  Uses	the	appropriate	credenPal	for	each	site	and	each	
protocol	(even	3rd	party	transfers)	

Protocols	
-  HTTP	

-  SCP	

-  GridFTP	

-  iRods	

-  Amazon	S3	

-  Google	Storage	

-  SRM	

-  FDT	

-  stashcp	

-  cp	

-  ln	-s	
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$OSG_SQUID_LOCATION / http_proxy

•  $OSG_SQUID_LOCATION	is	set	by	many	sites	
•  But	does	it	work?	

•  Does	it	work	for	the	parPcular	hfp	source	the	user	needs?	

• pegasus-transfer	will	use	$OSG_SQUID_LOCATION	if	
•  hfp_proxy	is	not	specified	by	the	user	

•  for	the	first	transfer	afempt	



Advanced	LIGO	–	

Laser	Interferometer	

Gravita>onal	Wave	

Observatory	
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Replica catalog – multiple 
sources

pegasus.conf

# Add Replica selection options so that it will try URLs first, then  

# XrootD for OSG, then gridftp, then anything else 

pegasus.selector.replica=Regex 

pegasus.selector.replica.regex.rank.1=file:///cvmfs/.* 

pegasus.selector.replica.regex.rank.2=file://.* 

pegasus.selector.replica.regex.rank.3=root://.* 

pegasus.selector.replica.regex.rank.4=gridftp://.* 

pegasus.selector.replica.regex.rank.5=.\* 

# This is the replica catalog. It lists information about each of the  

# input files used by the workflow. You can use this to specify locations 

# to input files present on external servers.  

 

# The format is:  

# LFN PFN site="SITE"  

 

f.a   file:///cvmfs/oasis.opensciencegrid.org/diamond/input/f.a   site=“cvmfs" 

f.a   file:///local-storage/diamond/input/f.a   site=“prestaged“ 

f.a   gridftp://storage.mysite/edu/examples/diamond/input/f.a   site=“storage" 

 

Replica Catalog
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Provenance data 
can be summarized

 (pegasus-
statistics)
 or used for 

debugging
 (pegasus-
analyzer)

------------------------------------------------------------------------------ 

Type           Succeeded Failed  Incomplete  Total     Retries   Total+Retries 

Tasks          100000    0       0           100000    543       100543        

Jobs           20206     0       0           20206     604       20810         

Sub-Workflows  0         0       0           0         0         0             

------------------------------------------------------------------------------ 

 

Workflow wall time                                       : 19 hrs, 37 mins 

Cumulative job wall time                                 : 1 year, 5 days 

Cumulative job wall time as seen from submit side        : 1 year, 27 days 

Cumulative job badput wall time                          : 2 hrs, 42 mins 

Cumulative job badput wall time as seen from submit side : 2 days, 2 hrs 

 

$ pegasus-analyzer pegasus/examples/split/run0001  

pegasus-analyzer: initializing...  

 

****************************Summary 

Total jobs : 7 (100.00%)  

# jobs succeeded : 7 (100.00%)  

# jobs failed : 0 (0.00%)  

# jobs unsubmitted : 0 (0.00%) 

 



Pegasus 
Automate,	recover,	and	debug	scienPfic	computaPons.		

Get Started 

Pegasus	Website	

hfp://pegasus.isi.edu	

Users	Mailing	List	

pegasus-users@isi.edu	

Support	

pegasus-support@isi.edu	

HipChat	

est. 2001 

Mats	Rynge	

rynge@isi.edu	


