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Applications using Pegasus
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* MongoDB instance to track
science runs and data
products.
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e USC CyberShake workflows for seismic hazard analysis of LA basin.

the false-alarm rate of
coincident triggers.

CryoEM Processing at USC
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e Integrated Assessment Models to project impact of policy scenarios Southern California Earthquake Center Cybershake
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On socio enV|r0nmenta| SyStemS- Mix of MPI and single-core jobs, mix of CPU, GPU codes.

Recent CyberShake Study 24.8, which used Pegasus to
submit approx. 28,000 jobs across DOE Leadership class
systems Frontier and Frontera .

* Predicting Flash Floods in Dallas FortWorth Metroplex.
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 Quality control workflows for data submissions to NRGR repository

 Genomic Variant Calling Workflow

First images of black hole at the center of the
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Others http://pegasus.isi.edu/applications
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176 Scenario, 60 Year IAM Run: Improve constraints on Einstein's theory

~ 10 days wall time, ~ 25,000_jobs; ~ 3.5TB data generated

of general relativity by 500x

Temperature in Missisqoui Bay, Lake Champlai

Access to National ClI ACCESS Pegasus Support and Downloads

Pegasus is supported workflow tool on important . Documentation: https://pegasus.isi.edu/documentation/
_ _ ACCESS Pegasus is a hosted workflow management . , .
National Cl that provides researchers easy and free . Tutorials: Jupyter Notebooks in Docker containers
, , system which allows users to construct, run, and _ o
access to computing services. Email: pegasus-support@isi.edu

debug workflows from a Jupyter Notebook. o
Pegasus Users Slack: https://pegasus.isi.edu/contact/

Perform simple interactions on the command line. . o ,
Office Hours: https://pegasus.isi.edu/office-hours/

ACCESS CI § Acc Ess

https://access-ci.org

Work across environments and get started quickly

Downloads & Usage Since 2013

with sample workflows using a Python API.
Workflows: 2,700,552 Jobs: 2,028,572,901
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ACCESS is a program established and funded by the L SRS Tasks: 7,310,416,875
National Science Foundation to help U.S. based . N e Release Schedule
researchers and educators, with or without

 Major Release every 9 months. Minor releases every

supporting grants, to utilize the nation’s advanced 4 months

computing systems and services —at no cost. * Continuous Integration Testing with GitLab

Single entry point for over 20 compute, cloud,

’ Download Options
storage, and networking systems. * Source Code and Issues publicly hosted on GitHub

PATh and OSG O en Science POOI Some reasons you should consider using a system like Pegasus WMS: ’ Binary paCkageS for LinUX and MAC
P  YUM/APT repositories with RPM/DEB packages
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