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ACCESS Pegasus is a hosted workflow management system that enables users to build, execute, and troubleshoot

workflows directly from a Jupyter Notebook. It also supports easy to use command-line interactions, allowing

users to provision and work efficiently across various resources provided by the ACCESS infrastructure. With its

Python API and pre-configured sample workflows, getting started is fast and easy.

ACCESS Pegasus Goals

Provide an intuitive, accessible scientific workflow environment, catering to all user levels,

with easy-to-use workflow design tools, provisioning across ACCESS resource providers, and

collaborative features.

e Democratize access: Broaden ACCESS to sophisticated systems and tools

e Empower scientists: Enable individual users, in the same way as large-scale collaborations

e Promote open science and team science: Sharing workflows is as easy as sharing Jupyter

Notebooks

® Promote reproducibility: Use someone else’s workflow with your data and your ACCESS

allocation

e Tight integration with ACCESS, and ACCESS resource providers

) b4 -
C

ZACCESS

not approve this request, do not proceed.

« Your ClLogon user identifier
» Your email address
« Your username and affiliation from your identity provider

ACCESS CI (XSEDE)~ @

[ Remember this selection @

By selecting "Log On", you agree to the privacy_policy.
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Single Sign On

All registered users with an active

allocation automatically have an ACCESS

Pegasus account

Account / Allocations

Select an Identity Provider

Why Pegasus for Workflows?

Heterogeneous

Data Management Provenance Tracking Error Recovery

Environments

Pegasus handles data Pegasus allows users to Pegasus handles errors by

Pegasus can execute

transfers, input data trace the history of a retrying tasks, workflow

workflows in a variety of

selection and output workflow and its level checkpointing,

distributed computing

environments such as HPC registration by adding outputs, including re-mapping and

alternative data sources

them as auxiliary jobs information about data

clusters, Amazon EC2,
Google Cloud, OSG
OSPool or ACCESS

for data staging

to the workflow sources and softwares

used
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Consent to Attribute Release v

ACCESS-Pegasus requests access to the following information. If you do

SDSC

The Expanse portal provides an integrated, and easy to use interface to
access Expanse HPC resource.

With the portal, researchers can manage files (create, edit, move,
upload, and download), view job templates for various applications,
submit and monitor jobs, run interactive applications, and connect via
SSH. The portal has no end-user installation requirements other than
access to a modern up-to-date web browser

Pinned Apps A featured subset of all available apps
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Active Jobs Home Directory Job Composer expanse Shell
Access

System Installed System Installed System Installed

App App App System Installed

App

Map Allocations

One time setup for configuring the resources:

providers to install SSH keys and determine

local allocation IDs

Use Open OnDemand instances at resource

Pathway

1. Create the workflow

: = e e Use Pegasus APl in
R e Jupyter Notebook or
T use our examples

Submit your workflow
for execution

2. Provision compute

resources

Use HTCondor Annex tool to
provision pilot jobs on your
allocated ACCESS resources
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--nodes 1 --lifetime 86400 --project
ddml60003 $USER standard@anvil

3. Staying Informed

You can follow the
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workflow execution

xamples/04-Examples-Variant-Calling/rynge/pegasus/

within the notebook
or in the terminal

iant-calling/rune0e4

HTCondor Annex >

i

OSPool

Compute Jobs

Resource Targets

ACCESS Pegasus includes tooling, virtual machines, and credentials to us a mix of
resources for job execution

TestPool The TestPool is a small resource which is always available. This
can be used for development, debugging and running small workflows.

Cloud For cloud resources, currently IU Jetstream?2, a custom image is provided. The image
is started with a provided security token, which makes it available to your jobs.

HTCondor Annex enables you to provision compute resources on HPC clusters
such as SDSC Expanse, PSC Bridges2, and Purdue Anvil.

/ > The OSG Open Science Pool (OSPool) will run jobs in a distributed infrastructure. You
do not need to provision these resources, but there are special rules and capabilities.

PSC Neocortex / Cerebras Integration

Open Ondemand: Collaborated with PSC on an infrastructure similar to ACCCESS Pegasus, consisting of an Open Ondemand
instance to launch Jupyter Notebooks on a workflow control node (pegasus.neocortex.psc.edu), which can launch Cerebras
optimized workflows.

Cerebras Model Zoo: PyTorch and Tensorflow examples from Cerebras, implemented as a Pegasus workflows

! modelzoo-validated.tgz | | validate_fabric.json I | validate_params.yaml | | validate_mn_summary.json

compile fabric.json [ I compile params.yaml | | compile run summary.json I [modelzao»mmplled.lgz I
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—
modelzoo-trained.tgz I— | train-1714164772 e | | train-1714164772.out | | train_params.yaml | | train_performance. json | —‘ train_run_summary.json
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Office hours every Friday, 11am PT, on Zoom

Hands on help developing workflows, debugging and optimizations. First Friday of the month dedicated to tutorials
https://pegasus.isi.edu/office-hours/

Jupyter Notebooks - Tutorial and Example

; SRR2589044.aligned.sorted.bam

Workflows

Self Guided Tutorial: introduction to API, debugging, CLI
and simple workflows

Science Domain Examples: complete workflows from different
domains, including astronomy, Al/ML, bioinformatics, and more...

LLM+RAG - demonstrates RAG using the |U Jetstream 2 documentation PDF

e Same prompt twice, once without RAG, and once with RAG

g

LangChain
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® “Please provide a summary of the GPU capabilities of the IU Jetstream?2 system. Include the

instance flavors, and any details about the GPUs.”

e Can execute on GPUs from any of the capacity providers: TestPool, Cloud, HTCondor Annex,

OSPool

ecoli_rel606.fasta

R

SRR2589044 2 fastq SRR2589044 1. fastq

ecoli_rel606.fasta.amb

bap

ecoli_rel606.fasta.ann ecoli_rel606.fasta.bwt

ecoli_rel606.fasta.sa

SRR2584866 _1.fastq

ecoli_rel606.fasta.pac

SRR2589044.aligned.sam

SRR2589044.aligned.bam

SRR2589044 raw.bef

SRR2589044 final variants.bef

Rosetta - modeling and
analysis of protein structures

SRR2584866_2.fastq

SRR2584866.aligned.sam

SRR2584866.aligned.bam

SRR2584866.aligned.sorted.bam

Variant Calling - aligns SRA data to the
E. coli REL606 reference genome

SRR2584866_raw.bef

-

MISTRAL

Chroma

SRR2584866_variants.bef

-

SRR2584866 _final variants.bef

Orca Sound - sound identification of Orca whales
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| wav/sensor_1/ts/{batch_1} M

-

| wav/sensor_1/ts/{batch_K} m

@ Input File
@ Intermediate File
@ Output File

@ Compute Job

Montage - astronomical image processing

........ mProjectPP

-------- | mDiffFit

mConcatFit

mBgModel

mBackground

mimgTbl

mAdd

mShrink

mdJpeg

AlphaFold - accurately predicts 3D models of protein structures

bfd.fasta mgnify.fa GA98.fasta uniref90.fasta

uniref90_hits.sto

bfd_hits.sto pdb70_clu.tsv pdb70_cs219.fidata pdb70_cs219.ffindex pdb70_hhm. ffdata pdb70_hhm. ffindex pdb_filter.dat mdSsum pdb70_a3m.ffdata pdb70_a3m.ffindex

bfd_msa_size.txt uniref90_msa_size.txt sequence. _features.pkl

final_msa_size.txt

msa_features_file.pkl pdb70_hits.hhr

mgnify_msa_size.txt

features_summary. txt features.pkl

Lung Instance Segmentation Workflow

input data (lung and corresponding mask images)

test validation train

test_masks test_imgs val_masks val_imgs train_masks
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/ preprocefsing steps

test_imgs’ val_imgs’ augmented_train_imgs’

Lung Segmentation - predicting lung masks

using Chest-X rays

augmented_train_masks

study_results.txt study_checkpoint.pkl
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model.h5 train_model_checkpoint
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generated_masks
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evaluate

metrics

https://pegasus.access-ci.org
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