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PANORAMA 360 PERFORMANCE DATA CAPTURE LOCAL DEPLOYMENT
Overview of the Project Description Overview of the Data Capture Architecture Deploying the Data Collection Back-End Using Containers
The Panorama 360 aims to further the understanding of the behavior of scientific Panorama 360’'s data capture architecture can be divided into 5 entities: » Configuring the monitoring back-end, even
workflows as they are executing in heterogeneous environments. Panorama 360 . though it relies on well established tools, can 5 Tap—
collects and correlates workflow performance data into a comprehensive view, that The \C/Ivorkﬂow management Sysltebm (Pegasus) n * The message brok et (Rab.bltMQ) turn out to be a cumbersome and challenging :.ij N-conneftions il " message broker ‘E’?Si‘liﬂf°ess‘r1?=51,.
can characterize the end-to-end workflow performance on today’s systems and drive * The data sources .(Pegasus, Glo us, TStaF’ Dars. an) _ * The data processing pipeline (Logstash) Process. = l
the design of the future generation systems.  The search (ElasticSearch) and visualization (Kibana) engines . We have automated the deployment of the
The Panorama 360 architecture collects data from these individual data sources: the Q data collection backend using Docker and
Pegasus WMS, the Globus Online service, the TCP STatistics and Analysis Tool et Docker-Compose. | | l
(Tstat) and the DARSHAN HPC 1/O Characterization Tool. A pegasus HTCo 7% DagMan —E data description * We provide pre-configured container recipes P etorace
Our approach for correlating the real time application and infrastructure monitoring workflow planner workflow engine that can collect and store per_5|stently all the - o -
data can be used to verify application behavior, perform anomaly detection and data the Panorama 360 architecture ,
diagnosis, and support adaptivity during workflow execution, in an online manner. ahsireet erecutable produces. e
This can lead to improved performance and stability of scientific workflows and 45 pegasus " pegasus 7" pegasus W;:g{'}?;s-'fﬂ‘fre' https://github.com/Panorama360/data-collection-arch #0; panorama360
benefit the DOE-relevant applications. beqasus-monitord stampede workflow dashboard > anomlies & | | | Docker Host - Private Repository )
Ultimately, by having all these data and analysis tools in our disposal, we envision worklow — aures
the creation of a workflow performance data repository and a collection of tools that = OPEN ACCESS DATA
will be publicly available and can drive science forward. e - 45 Pogass Giobus Onine Data. Overview of the Open Access Data Endpoints
asus-monftor d-tstat- TSTAT Logged Connections
IMPACT ON DOE SCIENCE (- -———- »|__log-retrieval-thread l v T ag— -  We have created an open access repository containing data from over 40 workflow
: : e S executions of a data-intensive (1000Genome?!) and a compute-intensive (SNS2) workflow.
HPC I/O — > ' . .y . .
Nanodiamond and MCVINE Workilows £y Giobus  Ttat £ Globus  Tsta _E[ data ] [chstart:| : M search engine » Globus facilitated the transfers, while ExoGENI® and Cori at NERSC#* were used to execute
Glob i Glob i monitoring =k A . .
S e O e e @ e compuatonel s'S
Nanodiamond workflow with (a) o POIEETeT | |
12 t
parameter sweep, and (b) feedback | ){faﬁgr SrEHA K «ibana Plugin panorama_transfer 1,150 Logs retrieved from the Globus transfer service
|OOp Capab”ity1 USing Dakota g;li E;nlfefz: _H Pegasus ' @' ' ﬁ"pannrama‘”"‘
, : - y o  EE— . e i
(https://dakota.sandia.gov). —— pegasus-transfer & compute iob panorama_kickstart 78,600 Resource utilization traces collected by Pegasus-Kickstart
. ﬁﬂr}_re_t-rie?eﬁlc_b@ g O data stage-in job (T5) send Globus .
e Dakota based on an internal model ransfer Sub.Systom transfer logs logs o RabbitMQ panorama_stampede 34,400 Workflow execution events and Darshan logs
generates the Simulation Parameters Computational Resource

and triggers a Pegasus analysis driver « Pegasus, apart from executing the workflow, is the entity that orchestrates the data movement between the data

- Can be accessed

initi . Can be accessed via
that initiates a new workflow. sources and the analysis framework. arammatically at: ‘ ~ web browser at:
_ _ _ \ * Pegasus-monitord reports events about the status of the workflow, and extracts Darshan reports from the job’s prog y o _ _ ' o
« Dakota can instantiate multiple . https://data.panorama.isi.edu https://kibana.panorama.isi.edu
mulat o ) lel and b Output Results stdout. elasticsearch IDANA
Simu ar'lon WOTKTIOWS In paraliel and by « Pegasus-kickstart wraps the execution of jobs and provides aggregated execution statistics (duration, 1/0, memory
using the Peg asus Ensemble Man ager T UsaQE), after JOb Completion. Addltlonally it has an online monitoring feature that allows us to collect refined traces [1] IOOOGenome:. https://glthub.com(r?egasus—|$|/1000genome—workflow [3] EXoGENI: http://www.exogeni.net/
we can have more ContrOI over thelr W|th an interval as |()W as 1 Second [2] SNS: https://github.com/pegasus-isi/SNS-Workflow [4] NERSC: https://www.nersc.gov/
execution. - Darshan provides POSIX and MPI I/O file access statistics. It tracks the application’s file access patterns and the MACHINE LEARNING EXPLORATIONS
s . performance of the underlying file system. _ _
beamtargz | ] sampleassembiy tar5 | it | » Globus reports back overall transfer statistics and information about each individual transfer (throughput, files Workflow Level Analysis and Infrastructure’s Network Performance Analysis
. MCVlNE ( ttp.I WWW.MmcVvine.orqg) transferred, errors etc.)
s a Monte Carlo neutron ray- . Tstat captures low level TCP statistics and apart from revealing network issues, it can help us understand the * Detecting anomalous TCP file transfers  Workflow-level analysis using
tracmg_ prograrn_ for CquUter reason behind an underperforming network connection. using Isolation Forest. We were able to find Unsupervised Clustering with unlabeled
BB i modeling and simulations that transfers experiencing packet reordering data. Using feature vectors such as:
sampleassembly . . .
mirror real neutron scatterin -
. g DATA VISUALIZATION (EXp7 8) Wlth Very gOOd accuracy' J_s = #job_instances_succeeded/#job_instances_done
experiments. _ _ * But, we got poor performance on packet loss J_f = #job_instances_failed/#job_instances_done
\ . . . t_s = Sum(local_duration( ful_job_inst ))/#job_inst B ded
) mult-scatter.pmi Panorama 360 Kibana Plugin (Exp.2-4) and packet duplication (Exp.5-6). {f = Sum(local_uration(iailed_job. mstances)#job, instances, faled
' ° MCVlNE IS Used tO StUdy data | | | | 0_i_s = #job_instances_succeeded/#total_workflow_jobs
Saatter Multscatter from many SNS instruments, In order to visualize t_he colle_cted (_Jlata_ In a mea_lnlngful and compact way, — _ oo chtenin (oo AN o sl it 5. s o
and some of them are ARCS we have_ created_ a Kibana Vlsuallzatl_on Plu_gln that co_rrel_ates the CI:JT;rlaatr'LesTy'sT: r:rgr;teln ‘ Average CPU Utilization } | —
scatered-neutrons [f] () muttiscattered-neutrons and SEQUOIA. iInformation provided by pegasus-monitord with the monitoring data and _
' compiles a custom dashboard with per workflow and per job level g N
) e * We collaborate closely with SNS P Sl () ;
scientists and explore ways to a /
Support MCViN E WorkfIOWS With ?’?:“"kﬂf’fs’aph Workflow Status Time Series Analysis L Workflow e N S Y NN . SN S S S S K N AN SR N O e e S S
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Website
https://panorama360.github.io

submission mechanisms.
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GitHub Rep OSIto ry ’: peLorE e © Dgae: CPUTIme i Lo - network research on workflows. PANDA http://news.pandawms.org/bigpanda.html
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p g Kickstart Statistics ’ [ Darshan Statistics } 5 | | E OAK We are WOI'kII’]g C|059|y with the In collaboration with the DOE X-SWAP

peg asus Office Hours RIDGE Advanced Data and qukflows
Natonal Loy 9YOUP at OLCF, to provide an

h’[tpS: //peqasus.isi.ed u/blog /online-peq asus-office-hours /\/\\ easy way of accessing Summit
- o 5,_,"-,"-,"_- and RHEA with Pegasus using
Kubernetes and containers.

project we are working on a benchmark

- S W A P workflow for current and next generation

“tOUECT gystems, based on the ZTF astrophysics
pipeline. https://www.ztf.caltech.edu/
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